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Abstract 
While flexible products have been popular for many years in practice, they have only recently 

gained attention in the academic literature on revenue management. When selling a flexible prod-

uct, a firm retains the right to specify some of its details later. The relevant point in time is after 

the sale, but often before the provision of the product or service, depending on the customers’ need 

to know the exact specification in advance. The resulting flexibility can help to increase revenues 

if capacity is fixed and the demand to come difficult to forecast. We present several revenue man-

agement models and control mechanisms incorporating this kind of flexible products. An exten-

sive numerical study shows how the different approaches can mitigate the negative impact of de-

mand forecast errors. 
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1 Introduction 

Revenue management is often described as “a method which can help a firm to 

sell the right inventory unit to the right type of customer, at the right time and for 

the right price” (Kimes 2000). Revenue management approaches are based on 

theoretical foundations in areas like demand modeling, forecasting, and mathe-

matical optimization. The resulting models and procedures are usually integrated 

into large revenue management systems, like automated booking systems, with 

the main purpose of restricting the availability of exactly specified products 

through some kind of capacity control. After accepting a request for a specific 

product, the selling firm is usually bound to its decision and has to reserve capaci-

ty in respect of the resources needed for production. If capacity is fixed and the 

demand forecast is imprecise, this may lead to a significant loss in revenue. In 

service industries, where the date of purchase and the date of provision are not 

identical, the firm can specifically gain additional flexibility by offering flexible 

products. Such products allow some of the details – especially those determining 

the resources necessary for production – to be specified after the sale when more 

demand has realized and there is less uncertainty. Nevertheless, from a customer’s 

point of view, it is often necessary, or at least desirable, to know the exact specifi-

cation before the actual service provision. Consequently, the firm must give its 

customers advanced notice at a pre-agreed point in time between the sale and pro-

vision, which we call the notification date.  

In practice, flexible products are offered, for instance, by tour operators or cruise 

lines. Having bought a flexible product, customers are only informed of their spe-

cific hotel, cabin, or even cruise itinerary shortly before the start of the journey. 

Furthermore, broadcasting companies often sell flexible products, allowing them 

to spontaneously schedule commercials. Other applications have been discussed 

in respect of air cargo or make-to-order environments, where the flexibility arises 

from given time windows that allow the supplier to autonomously arrange ac-

cepted requests in respect of time and resources. 

The contribution of this paper is two-fold: On the one hand, we show how to inte-

grate flexible products with an explicit notification date into existing capacity 
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control models and outline suitable extensions to common control strategies. On 

the other hand, we conduct an extensive simulation study, showing how the ap-

proaches presented can mitigate the negative impact of imprecise and biased fore-

casts by means of extended supply-side flexibility through flexible products.  

The paper is organized as follows: In Section 2 we provide a brief introduction to 

the literature on revenue management in general and review the research on reve-

nue management with any kind of supply-side flexibility in particular. Flexible 

products that allow advanced notice are formalized in Section 3. First, standard 

revenue management models are extended to include this type of flexible prod-

ucts. Second, we point out possible modifications to the control mechanisms ap-

plied during the booking process to take advantage of the flexibility. The results 

of our simulation study are discussed in Section 4. In Section 5, a summary and 

final conclusion are presented.  

2 Literature review 

There is an extensive literature on revenue management in general. For surveys, 

see, for example, Belobaba (1987), Weatherford and Bodily (1992), McGill and 

van Ryzin (1999), Tscheulin and Lindenmeier (2003) and Chiang et al. (2007). 

Furthermore, various textbooks provide an overview of the field as well as an in-

depth discussion of certain aspects (see, e.g., Talluri and van Ryzin 2004; Phillips 

2005). In the following, we focus on publications that are more related to our 

work.  

Only few authors consider the application of revenue management techniques in 

areas where customers, in one way or another, are indifferent to the exact specifi-

cation of products, thus allowing the firm to determine some details after the sale. 

One group of publications considers the case that the decision on the exact speci-

fication must be made immediately after the product has been sold; that is, the 

notification date equals the purchase date. Talluri (2001) considers an airline 

company serving several origin-destination (O&D) markets. He assumes O&D 

demand, implying that passengers are indifferent with regard to the multiple itine-

raries serving the same market as far as these are similar regarding attributes like 

arrival/departure time and price. A bid-price control is proposed, with customers 
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being assigned to an itinerary immediately after booking. Chen et al. (2003) inves-

tigate several approaches of O&D-based capacity control in air cargo revenue 

management, which can also be used for passenger transportation. Based on the 

opportunity costs of the associated resources in the network, alternative routes are 

generated dynamically. Special attention is paid to the adaption of bid-price con-

trols to flexible products. Büke et al. (2008) present stochastic linear program-

ming approximations for a setting with O&D demand and buy-ups. 

However, if customers are somehow indifferent to different specification possibil-

ities, there might be no need for the firm to sacrifice flexibility by determining the 

exact specification immediately after purchase. At best no advanced notice is 

needed at all, in which case notification can take place when the product is pro-

vided. Bartodziej and Derigs (2004) and Bartodziej et al. (2007) suggest ap-

proaches that assume that air cargo clients usually only ask for certain time-

windows. During the booking process, it is consequently sufficient to ensure that 

all freight can be delivered in time. Client notification is not necessary, so that the 

booking requests are only definitely assigned to itineraries shortly before depar-

ture. The authors permit fractions of a booking to be delivered via different itine-

raries and use column generation to find cheap and feasible routings for O&Ds.  

To the best of our knowledge, the only publications mentioning a notification date 

concept are Gallego and Phillips (2004) and Gallego et al. (2004). Among control 

approaches with notification at the end of the booking horizon, Gallego and Phil-

lips (2004) also consider an approach that allows notification after the first of two 

periods. The authors explicitly introduce the concept of flexible products as a 

mostly inferior extension of higher valued specific products and outline possible 

applications ranging from air cargo to tour operators and multiple property man-

agement. Their algorithms compute booking limits by taking advantage of a spe-

cial structure: The only flexible product offered guarantees the provision of one of 

two specific ones. Numerical studies identify increasing overall demand and im-

proved capacity utilization as major advantages at the risk of cannibalizing higher 

valued demand. Gallego et al. (2004) consider the more general setting of a net-

work with an arbitrary number of products. They develop models and algorithms 

for network revenue management problems under the usual assumption of inde-
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pendent demand as well as the more general hypothesis of demand following a 

customer choice model. Additional flexible products with notification dates earlier 

than the end of the horizon are briefly discussed.  

The two aforementioned publications consider a problem setting quite similar to 

ours. However, Gallego and Phillips (2004) analyze EMSR-based algorithms for 

two period problems from a rather theoretical point of view, while our approach 

has a more operational perspective and allows for an arbitrary number of periods. 

Compared to Gallego et al. (2004), we present a dynamic programming formula-

tion including an arbitrary notification date within the booking horizon. Further-

more, the resulting certainty equivalent approximation leads to a linear program 

which differs from the one proposed by Gallego et al. (2004), as it explicitly ac-

counts for the capacity requirements of requests for flexible products that are al-

ready accepted, thus allowing for their rearrangement. 

The literature on upgrades and research on flexibility in make-to-order (MTO) 

environments are, in one way or the other, also related to our work. Upgrades are 

a very simple way of gaining flexibility, albeit by offering only specific products. 

Airlines, for example, sell tickets for specific flights and in case they need flex-

ibility, they transport their passengers in a different – higher valued – compart-

ment. If this is not possible and customers must be transported in a lower com-

partment (downgrade), or on a later flight, compensation has to be offered because 

this is done without explicitly informing the clients about this possibility at the 

time of purchase. Alstrup et al. (1986) have already considered the impact of up- 

and downgrades between two compartments on a single flight leg on revenue 

management. While some models only allow upgrades to the next higher product 

(see Netessine et al. 2002; Shumsky and Zhang 2009), others (see Karaesmen 

2001; Karaesmen and van Ryzin 2004) are more general. Geraghty and Johnson 

(1997) investigate planned upgrades for a car rental company. In MTO environ-

ments, flexibility can stem from loose due dates. Gallien et al. (2004), for in-

stance, base the acceptance of incoming orders on opportunity cost. Since they 

allow preemption, orders are simply scheduled according to their due date. Jalora 

(2006) focuses on scheduling and develops a heuristic to schedule orders in the 

period with the lowest opportunity cost. To decide on acceptance of orders in the 
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iron and steel industry, Spengler et al. (2007) take into account that products can 

be stored at different stages of the value chain. Kimms and Müller-Bungart 

(2007a) address a different application of flexible products, namely broadcasting 

companies’ revenue management of their commercials, in which flexibility arises 

from the customers’ indifference to various scheduling options. 

The literature on decision postponement in supply chain management is also 

somewhat related to the idea of flexible products. Decision postponement aims at 

differentiating products as late as possible to allow companies to better cope with, 

among others, market shifts (see, e.g., Stadtler 2008, Chap. 1.3.1). 

3 Revenue management with flexible products 

In this section, we extend several well-known model formulations for network 

revenue management to consider flexible products with explicit notification dates 

as described in Section 1. Furthermore, we show how the proposed models are 

used within a capacity control mechanism over time. We provide a rather general 

description which does not emphasize special industry profiles, thereby underlin-

ing the scope of the presented concepts’ applicability. 

3.1 Setting and notation 

We consider a firm disposing of a network { }1, ,l= …H  which consists of l  re-

sources with total capacities ( )1 lC , ,C=C … . Similar to the setting considered by 

Gallego et al. (2004) and Gallego and Phillips (2004), we assume a set of specific 

products { }1 s, ,n= …I  defined on H , with the capacity consumption of a single 

unit of product i∈ I  expressed by the vector ( )1i i lia , ,a=a … . The contribution 

margin ir  resulting from selling one unit of product i  is given by the difference of 

revenue and variable costs. Furthermore, we consider a set of flexible products 

{ }1 f, ,n= …J . For each j∈J  there is a set j ⊆M I  describing its possible ex-

ecution modes, which we assume to be a subset of the existing specific products 

without loss of generality. For flexible products, the contribution margin is again 

the difference between revenue and variable costs. In contrast to specific products, 

however, the variable cost jmυ  of a flexible product j  depends on the execution 
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mode jm∈M , and is therefore not uniquely defined. Thus, the contribution mar-

gin jmf  of a flexible product with revenue jf  is now also mode-specific. 

Both product types must be sold within a given horizon, which can be sufficiently 

discretized into T  time periods such that there is at most one buying request in 

each period t . The periods are numbered backwards in time, beginning with T , 

thereby assuming that any capacity remaining after period 1 is worthless.  

As pointed out in Section 1, we focus on a generic case in which allocating specif-

ic resources to flexible product requests need not be done directly after the sale, 

nor only at the end of the booking horizon, but can take place any time in be-

tween. Therefore, we define one of the time periods as the notification date τ , 

during which all accepted flexible requests have to be assigned to a specific ex-

ecution mode.  

Hence, the total number of time periods can be separated according to the follow-

ing three phases:  

Within the periods 1T , ,τ +… , specific products as well as flexible ones may be 

sold. The probabilities of an arrival of a request for a specific product i  and for a 

flexible product j  in period t  within this phase are denoted by ( )ip t  and ( )jq t , 

respectively. Consequently, the probability ( )0p t  of there being no incoming re-

quest in period t  is expressed by ( ) ( )1 i j
i j

p t q t
∈ ∈

− −∑ ∑
I J

 for { 1}t T , ,τ∈ +… . The 

subsequent phase is the allocation period τ  without any arrivals, during which all 

accepted flexible requests have to be assigned to a specific execution mode. In the 

third phase defined by the time periods 1 1, ,τ − … , no more flexible products may 

be sold. The probabilities for incoming specific requests i  within this final phase 

are again denoted by ( )ip t , with the probability for no incoming request being 

defined by ( )1 i
i

p t
∈

−∑
I

. 

With each incoming request, the firm’s problem is to decide whether to accept or 

reject it in order to maximize the expected overall contribution margin.  

3.2 Dynamic programming model 

We first develop a stochastic dynamic programming model for the firm’s maximi-

zation problem, which leads to an optimal policy under the given model parame-

ters. Therefore, we define the value function ( )V t , , ac Y  as the maximum ex-
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pected contribution margin-to-go, which is dependent on the current state of the 

system ( )t , , ac Y . The state ( )t , , ac Y  is uniquely specified by the remaining pe-

riods t , the vector of the available resource capacities ( )1 lc , ,c=c … , and the vec-

tor ( )1 f
a a

n
Y , ,Y=aY … , which contains the total amount a

jY  of requests that have 

already been accepted but not yet assigned to a specific execution mode for each 

flexible product j∈J . Let Z  be the system’s set of feasible states, where a state 

( )t , , ac Y  is defined feasible if the remaining capacities c  are nonnegative and 

sufficient to satisfy all accepted flexible requests (see Gallego et al. 2004; Ka-

raesmen and van Ryzin 2004). 

Assuming independent demand, the value ( )V t , , ac Y  can now be computed re-

cursively via the Bellman equation  

( )

( ) ( ) ( ){ }
( ) ( ) ( ){ }

( ) ( )
( )

0

1 1
for 1,

1 1

1

1

  ,

j j

j

i i
i

j j
j

a a
jm jm jm

j m j m

a a
jm j

m M

p t max V t , , ,r V t , ,
t T , ,

q t max V t , , , f V t , ,
t , ,

p t V t , ,

max y V t , y ,V t , ,

y Y j

τ

υ

∈

∈

∈ ∈ ∈ ∈

∈

⋅ − + − −

= +
+ ⋅ − + − +

∈

+ ⋅ −

⎧ ⎛ ⎞⎪− ⋅ + − − ⋅⎜ ⎟⎨= ⎜ ⎟⎪ ⎝ ⎠⎩

= ∀ ∈

∑

∑

∑ ∑ ∑ ∑

∑

a

a a
i

a a
j a

a

a my

c Y c a Y

c Y c Y e
c Y

c Y

c a 0c Y

…I

J

J M J M

Z

J  
( )

( ) ( ) ( ){ }
( ) ( ) ( )

0

for ,

0 and integer 

1 1 for 1 1,

1

a
jm j

i i
i

t

t , ,
y j ,m

p t max V t , , ,r V t , , t , ,

t , ,p t V t , ,

τ

τ
∈

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪⎪
⎨ =⎪
⎪ ∈⎫⎪⎪ ≥ ∀ ∈ ∈ ⎬⎪ ⎪⎭⎪
⎪ ⋅ − + − − = −⎪
⎪ ∈+ ⋅ −⎪⎩

∑

a

i

a

c Y

c 0 c a 0

c Yc 0

…
I

Z
J M

Z

(3.1)

 

with the boundary conditions 

 ( )V t , , = −∞ac Y   if ( )t , , ∉ac Y Z , (3.2) 

 ( )0 0V , , =ac Y   if ( )0, , ∈ac Y Z . (3.3) 

The formulation can be explained as follows: Within the interval defined by the 

periods 1t T , ,τ= +… , specific products as well as flexible ones may be sold. If a 

specific request i  is accepted, the corresponding resources’ capacities are imme-

diately reduced, leading to the new state ( )1t , ,− − a
ic a Y . If a flexible request j  is 

accepted, however, there is no direct capacity reduction, but the request has to be 
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memorized for later assignment. Thus, the next state is ( )1t , ,− +a
jc Y e , where je  

denotes the j-th standard basis vector in fnR . As in dynamic programming ap-

proaches to standard network revenue management problems, it is obvious that in 

an optimal control policy, a request for a specific product i  is accepted if and only 

if its contribution margin exceeds its opportunity cost: 

 ( ) ( )1 1ir V t , , V t , ,≥ − − − −a a
ic Y c a Y .  (3.4) 

A fairly similar result can be derived in respect of flexible products, namely that a 

request for j  is accepted if and only if the following condition holds: 

 ( ) ( )1 1jf V t , , V t , ,≥ − − − +a a
jc Y c Y e .  (3.5) 

Note that in this case, the term on the left-hand side, jf , is simply the per-unit 

revenue, while the term on the right-hand side is the opportunity cost, which is 

implicitly based on the (expected) variable cost depending on the resource alloca-

tion taking place later in time at t τ= . 

In period t τ= , the accepted flexible requests aY  are finally assigned to execution 

modes, where the variables a
jmy  quantify a feasible assignment of the accepted 

requests for each flexible product j  to modes jm∈M . To shorten the notation, 

the variables a
jmy  are grouped in the vector a

jy  for each j∈J , with all the result-

ing vectors in turn being referenced by ( ), ,= f
a a a

1 n
y y y… . The total variable cost 

resulting  from  a  certain  assignment  is  calculated  as  
j

a
jm jm

j m
yυ

∈ ∈

⋅∑ ∑
J M

, with the 

next state being 

 1
j

a
jm

j m
, y ,τ

∈ ∈

⎛ ⎞
− − ⋅⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∑ mc a 0

J M

. 

In the following periods 1 0t , ,τ= − … , no flexible products are available for pur-

chase, so that the resulting Bellman equation corresponds to standard formulations 

(see, e.g., Talluri and van Ryzin 1998; Bertsimas and Popescu 2003). 
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3.3 Linear approximations 

Although of theoretical interest, the dynamic programming model presented in the 

previous section can barely be used to handle practical network sizes, due to the 

curse of dimensionality arising from the multidimensional state space. We there-

fore make use of a technique called certainty equivalent control (CEC), which 

belongs to the class of approximate dynamic programming methods (see Bertse-

kas 2005) and has also been successfully applied to standard capacity control (see 

Bertsimas and Popescu 2003). The realization of CEC in the context of our model 

(3.1)–(3.3) is straightforward and can be described as follows:  

In the first step, an approximation is constructed for the value function ( )V t, , ac Y  

by replacing all of the system’s stochastic influences, namely the requests for each 

product arriving in the subsequent periods, with their expectations, and aggregat-

ing them over time. This is a very common approach in revenue management, 

leading to the well-known deterministic linear programming (DLP) model (see, 

e.g., Simpson 1989; Williamson 1992). In our setting with specific and flexible 

products, we have to take the expected aggregated demand-to-come s
itD  and f

jtD , 

respectively, into consideration. As in the standard DLP formulation, we use deci-

sion variables ix  which – in case of { }0 1hia ,∈  for all h∈H , i∈ I  – directly cor-

respond to the number of units of capacity to be allocated to future requests for 

product i  in respect of each required resource. The corresponding vector is 

( )1 sn
x , ,x=x … . In addition, we introduce decision variables a

jmy  and e
jmy , with 

a
jmy  denoting capacity allocations to the accepted flexible requests in the different 

modes and e
jmy  denoting allocations to the expected future flexible requests. 

Again, the allocations are grouped in vectors ay  and ey , respectively. The optimi-

zation problem can then be formulated as an extension of the standard DLP as 

follows (DLP-ext):  

 ( ) ( )
j

DLP a e
i i jm jm jm

, , i j m
V t , , max r x f y y

∈ ∈ ∈

⎛ ⎞
= ⋅ + ⋅ +⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∑ ∑e a

a

x y y
c Y�

I J M

 (3.6) 

subject to 

 ( )
j

a e
hi i hm jm jm h

i j m
a x a y y c

∈ ∈ ∈

⋅ + ⋅ + ≤∑ ∑ ∑
I J M

  for all h∈H , (3.7) 
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j

a a
jm j

m
y Y

∈

=∑
M

  for all j∈J , (3.8) 

 
j

e f
jm jt

m
y D

∈

≤∑
M

  for all j∈J , (3.9) 

 s
i itx D≤   for all i∈ I , (3.10) 

 0a e
jm jmy , y ≥   for all j∈J , jm∈M , (3.11) 

 0ix ≥   for all i∈ I . (3.12) 

The objective function (3.6) maximizes the total contribution margin. The con-

straints (3.7) ensure that the remaining capacity c  is sufficient to produce alloca-

tions ix , a
jmy  , and e

jmy . The requirement that all accepted flexible requests a
jY  for 

a particular product j  are being allocated execution modes is met by constraints 

(3.8). Furthermore, the allocations ix  and e
jmy  should not exceed the expected 

demands (constraints (3.9); (3.10)) and all allocations must be nonnegative (con-

straints (3.11); (3.12)). Additionally, we define ( )DLPV t, , = −∞ac Y�
 
if DLP-ext 

has no valid solution.  

In the second step of the CEC approach, we simply use the values DLPV�  obtained 

from the linear approximation within the decision rules (3.4) and (3.5), leading to 

the modified acceptance criteria 

 ( ) ( )1 1DLP DLP
ir V t , , V t , ,≥ − − − −a a

ic Y c a Y� �   (3.13) 

and
   

 ( ) ( )1 1DLP DLP
jf V t , , V t , ,≥ − − − +a a

jc Y c Y e� � , (3.14) 

respectively. 

Note that at the notification date τ , the optimization of model (3.6)–(3.12) is fol-

lowed by the final assignment of all accepted flexible requests aY . Therefore, the 

resource capacities are reduced according to the allocations a
jmy  delivered by the 

model. For t τ< , we set 0f
jtD =  and 0a

jY =  for all j∈J , so that the original 

formulation can be used again. 
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In an approach called randomized linear programming (RLP), Talluri and van 

Ryzin (1999) use the standard DLP with a Monte Carlo simulation in order to 

better incorporate the uncertainty of demand. To apply their approach in our set-

ting (RLP-ext), we simply replace the standard DLP with the extended DLP for-

mulation for flexible products (DLP-ext). Hence, we define the random variables 
s
itD  and f

jtD , which refer to the aggregated demand-to-come for specific and flexi-

ble products, respectively. For each product, we generate K  samples from the 

corresponding demand distribution, denoting them 1 Ks s
it itD , ,D…  for all i∈ I  and 

1 Kf f
jt jtD , ,D…  for all j∈J . For each 1k , ,K= … , we then calculate an approxima-

tion of the value function kRLPV�  by solving an instance of model (3.6)–(3.12), re-

placing the expectations f
jtD  and s

itD  on the right-hand sides of constraints (3.9) 

and (3.10) with the sampled values kf
jtD  and ks

itD . Finally, an overall approxima-

tion of the value function is obtained by taking the average of the K  values of the 

objective function: 

 ( ) ( )
1

1
k

K
RLPRLP

k
V t , , V t , ,

K =

= ∑a ac Y c Y� � .  (3.15) 

3.4 Control mechanisms 

For practical purposes, even the CEC approach is often too complex, as two in-

stances of model (3.6)–(3.12) have to be solved in real-time for each incoming 

request. One possibility to simplify the control process is the usage of bid-prices – 

an approach initially proposed by Smith and Penn (1988), Simpson (1989), and 

Williamson (1992). This approach has evolved as one of the leading methods in 

practical applications due to its simplicity and relative robustness (see Talluri and 

van Ryzin 2004, Chap. 3.1.2.3). Bid-prices can be regarded as threshold prices in 

the sense that for each resource h∈H , the corresponding bid-price hπ  approx-

imates the monetary value of a single capacity unit. Such bid-prices can be de-

rived for deterministic model formulations by simply using the shadow prices of 

the corresponding capacity constraint (constraints (3.7) in our model) obtained 

from the optimal dual solution. In respect of model (3.6)–(3.12), it can then be 
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shown that a request for a specific product i∈ I  should be accepted if and only if 

the following conditions hold: 

 i hi h
h

r a π
∈

≥ ⋅∑
H

,  (3.16) 

 
j

a
hi h hm jm

j m
a c a y

∈ ∈

≤ − ⋅∑ ∑
J M

 for all h∈H . (3.17) 

Note that compared to (3.13), the opportunity cost of a request is now approx-

imated by the (quantity-adjusted) sum of the required resources’ bid-prices (Con-

dition (3.16)). Condition (3.17) guarantees that there is enough capacity left to 

fulfill the current request as well as all flexible requests that have already been 

accepted. If conditions (3.16) and (3.17) lead to an acceptance decision for prod-

uct i , the corresponding resources are adjusted accordingly, namely :h h hic c a= −  

for all h∈H . Although strongly dependent on the remaining capacity and de-

mand-to-come, bid-prices are not usually recalculated for every request, but are 

kept constant for a certain period of time. The frequency of bid-price updates de-

pends on the available data as well as on the computational effort, and is often 

adapted to typical demand patterns observed in the particular field of application. 

Note that bid-prices can also be consistently derived from the RLP by simply av-

eraging the shadow prices obtained from the K  different model instances (see 

Talluri and van Ryzin 1999). 

The bid-price approach can be used to handle requests for flexible products as 

well. Therefore, we generalize the acceptance criteria as follows: An incoming 

request for a flexible product j∈J  should be accepted if and only if there is at 

least one execution mode jm' ∈M  with  

 jm' hm' h
h

f a π
∈

≥ ⋅∑
H

  (3.18) 

and 

 
j

a
hm' h hm jm

j m
a c a y

∈ ∈

≤ − ⋅∑ ∑
J M

 for all h∈H . (3.19) 
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If the request is accepted, it should be assigned to a mode jm*∈M  with  

 
 subject to (3.19)

j

jm' hm' h
m' h

m* arg max f a π
∈ ∈

⎧ ⎫
= − ⋅⎨ ⎬

⎩ ⎭
∑

M H

. (3.20) 

The consistency of this acceptance (and assignment) criteria with an optimal solu-

tion of model (3.6)–(3.12) can be shown by duality theory (see appendix A). The 

result is quite intuitive as it reflects the idea that a flexible request should be as-

signed so that the maximum benefit resulting from the mode-specific contribution 

margin jm'f  on the one hand and the (approximated) opportunity cost hm' h
h

a π
∈

⋅∑
H

 

on the other is achieved. If conditions (3.18)–(3.20) lead to an acceptance decision 

in respect of request j  in mode m* , the correspondent variable that stores the 

number of accepted flexible requests in mode m*  must be adjusted accordingly, 

namely : 1a a
jm* jm*y y= + . 

As long as the notification date τ  is not exceeded, the resource allocation in re-

spect of flexible products is only temporary: Each time a bid-price update is per-

formed by resolving model (3.6)–(3.12), all accepted requests for each flexible 

product j∈J  are consolidated in the corresponding model parameter a
jY . Thus, 

they can be rearranged according to the current demand forecast and capacity uti-

lization, leading to new (temporary) allocations a
jmy . 

In the following, we briefly outline two other control mechanisms which can easi-

ly be generalized to the flexible product setting. The first approach is based on 

booking limits, which, roughly speaking, denote the maximum number of requests 

that should be accepted in respect of each of the products. One straightforward 

way of deriving such limits is to directly use the future requests’ allocations pro-

duced by DLP-ext. However, as this generally results in a large number of very 

small allocations, it is common to define a nesting structure based on the different 

products’ resource-specific rankings in order to grant higher valued products 

access to capacity units originally intended for lower valued products. In order to 

obtain resource-specific ranking hierarchies, the total product revenue is usually 

split between the resources, for example, according to mileage, total number of 

needed resources, or the relative revenue value of local demand for each resource. 
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A resource-specific booking limit hib  for product i  on resource h  is then derived 

by subtracting all the allocations in respect of higher valued products from the 

remaining capacity hc . During the booking process, the control is completely 

based on these pre-calculated booking limits in the sense that a request for product 

i  is accepted if hi hib a≥  for all h∈H . After acceptance, the corresponding book-

ing limits must be reduced accordingly.  

Flexible products can be easily incorporated into this framework by using the 

mode-specific allocations e
jmy  obtained from model (3.6)–(3.12). The different 

execution modes are then considered separately within the rankings, leading to 

mode-specific booking limits hjmb . Consequently, a request for product j∈J  

should be accepted if there is a mode jm'∈M  with hjm' hm'b a≥  for all h∈H . 

Accepted requests for flexible products are temporarily assigned to a mode with a 

maximum positive booking limit and – like the bid-price approach described be-

fore – can be rearranged as soon as model (3.6)–(3.12) is reoptimized.  

The second approach has recently been proposed by Topaloglu (2009), who in a 

way combines the idea of booking limits with the simplicity of a bid-price control. 

Basically, a standard bid-price approach is performed, with the exception that if 

equality holds in condition (3.16), the current specific request is only accepted 

with probability s
i itx D . The intuition behind this is that in case of equality, the 

allocation in respect of product i  can be smaller than the expected demand-to-

come, therefore a pure booking limit control would not accept all incoming re-

quests. Consequently, a flexible product request j  satisfying conditions (3.18) 

and  (3.19) should only be accepted with probability 
j

e f
jm jt

m
y D

∈
∑

M

 if  

 jm* hm* h
h

f a π
∈

= ⋅∑
H

, 

with m*  being determined by (3.20). 

4 Simulation study 

In this section, we analyze the performance of the proposed controls based on the 

results of an extensive numerical study. All implementations were undertaken by 

means of “Java 2 Platform, Standard Edition” version 1.6.0 by Sun Microsystems. 
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The simulations ran on a PC with two 3 GHz Intel Pentium processors, 1 GB 

RAM and Windows XP. 

4.1 Simulation environment 

To evaluate the control mechanisms, we introduce several problem classes for 

which different instances are automatically generated. Each simulation run com-

prises a complete booking period with requests for all products. The problem 

classes considered are presented in the context of passenger airline revenue man-

agement, but we believe that the two underlying resource networks also occur in a 

wide range of other areas. 

• Network 1 consists of independent flight legs without the possibility of 

combining two flights and change aircraft. This is typical of low cost air-

lines offering point to point service. Examples of businesses with similar 

resource structures include tour operators with multiple hotels, cruise 

ships, or manufacturing processes with several production technologies. 

• Network 2 is more complex and represents a part of the network of a full 

service carrier. The distinctive property is that passengers can now com-

bine flight legs to form connecting flights. Apart from aviation, compara-

ble structures can arise, for example, in production if goods need 

processing on more than one machine. 

In the following, the two networks are presented in more detail. We obtain eight 

problem classes by defining four demand scenarios for each network. 

4.1.1 Network 1 

Network 1 consists of four similar and independent flight legs (e.g., flights con-

necting two cities at different times of day). We assume that these legs have a 

capacity of 200hC =  seats each. As no connections are possible in this simple 

network, customers can only choose between four itineraries, each consisting of 

exactly one flight leg. We consider only one compartment with four booking 

classes per flight leg, making up a total of 16 products. The resource consumption 

is the same for every booking class: A passenger necessitates 1hia =  seats on the 

leg he uses, otherwise 0hia = . On all itineraries, the products have an expected 
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demand ratio of 1:2:3:4 and are priced at 550, 400, 300, and 210, depending on 

the booking class. In addition to these specific products, a flexible product is of-

fered that assures transportation on one of the flights. As the passenger has no 

influence on the flight the airline chooses for him, this product will most likely be 

regarded as inferior. As compensation, it is priced at 168; that is, 20% below the 

cheapest booking class. The demand for this flexible product is 15% of total de-

mand.  

Revenue management’s potential benefits are highly dependent on the scarcity of 

resources. Therefore, for each leg h , a nominal load factor ( hLF ) is defined as 

the total expected demand for seats divided by the total number of available seats. 

By specifying these values as input, different demand situations are represented 

and random demand is generated accordingly (see Kimms and Müller-Bungart 

2007b; Klein 2007). For Network 1, we define four demand scenarios reflecting 

high (1-H), medium (1-M), low (1-L), and erratic (1-E) demand with an average 

nominal load factor of 1.4, 1.1, 0.9, and 1.0, respectively. The individual values of 

hLF  in respect of each scenario are given in appendix B. 

4.1.2 Network 2 

The second network is part of a traditional airline’s network: Within a single day, 

15 flight legs connect the cities A, B, C, and D (see Fig. 1). There are six short 

haul (1–6), seven medium haul (7–13), and two long haul flights (14, 15). The 

short haul flights go from A to B (1–3) and C to D (4–6). The medium haul flights 

connect A with C (7–9) and B with D (10–13). D can be reached from A directly 

with the two long haul flights (14, 15). In addition to 15 itineraries corresponding 

to one of these flight legs (continuous arcs in Fig. 1), nine itineraries, which con-

sist of two legs – one short and one medium haul one – are available. The itinera-

ries connect A and D, including a transfer in B or C (denoted by dashed arcs con-

necting two legs). Again, we consider only one compartment with four booking 

classes and demand ratios as in Network 1. Combining these booking classes with 

the 24 itineraries defines 96 specific products. 
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Fig. 1 Network 2 (time-space network) 

The ticket prices depend on the length and type of itinerary. The most expensive 

are the direct long haul flights, priced at 1200, 950, 700, and 500, depending on 

the booking class. Furthermore, we assume the airline gives a discount to passen-

gers travelling from A to D who accept the hassle of transferring. They save 8% 

compared to a direct flight from A to D. For a single medium or short haul flight, 

passengers are charged 80% (respectively 30%) of the corresponding booking 

class on a long haul flight. 

In addition, very price sensitive customers can choose one of the following three 

flexible products connecting A to D at 25% below the fare for a direct flight in the 

cheapest booking class: 

• The first flexible product “direct flight from A to D with flexible departure 

time” does not require the passengers to change aircraft but implies flying 

either early in the morning (14) or late in the evening (15). 

• Arrival in the afternoon is guaranteed by “one-stop flight from A to D, ear-

ly departure.” This product offers transportation by an itinerary consisting 

of the following pairs of flights: (1,10), (1,11), (7,4), or (7,5). 

• The appropriate product for travelling in the evening is “one-stop flight 

from A to D, late departure” with transportation on (3,12), (3,13), or (9,6). 
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In all three cases, the demand for the flexible product equals 20% of the total de-

mand for the respective itineraries. 

Similar to Network 1, we define nominal load factors hLF  in respect of four de-

mand situations: high (2-H), medium (2-M), low (2-L), and erratic (2-E) demand 

with capacity weighted average nominal load factors of 1.3, 1.1, 0.9, and 1.1, re-

spectively. With the individual hLF  values for each demand situation, capacities 

hC , and some additional specifications regarding the proportion of connecting 

passengers, the expected total demand s
iTD  for each specific product ( f

jTD  for flex-

ible products, respectively) is well defined. As Network 2 is quite complex, the 

respective values and calculation formulae are given in appendix C.  

4.1.3 Demand & forecast 

The most important step to obtain simulation runs is generating incoming booking 

requests for each test case. We describe the creation of requests in the context of 

specific products i . The procedure for flexible products j  is analogous. Requests 

for each product arrive according to a nonhomogeneous Poisson process, a com-

mon assumption in revenue management (see Kimms and Müller-Bungart 2007b). 

The corresponding intensity functions ( )i tλ , called booking curves, have a trian-

gular shape (see Klein 2007). Demand for product i  occurs in the interval 
S F
i it ,t⎡ ⎤⎣ ⎦ . Beginning with S

it , the demand intensity rises linearly from ( ) 0S
i itλ =  

until it reaches the maximum value at max
it . Subsequently, it declines steadily until 

F
it  with ( ) 0F

i itλ = . Given total expected demand for product i  as well as the 

values S
it , max

it , and F
it , the intensity function ( )i tλ  is well defined and requests 

can be generated efficiently using standard procedures (see, e.g., Law 2007, Chap. 

8.6.2).  

As flight tickets are usually available one year in advance, we set the length of the 

booking period to 360 days. To shorten the specification, identical values of S
it , 

max
it  and, F

it  are used for all products based on the same booking class. The choice 

of these parameters reflects that more expensive booking classes are generally 

sold near departure (see Table 1). 
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Table 1 Parameters of the booking curves  

Booking class
1 2 3 4 flexible
60 90 270 360 120
2 30 50 80 50
0 5 15 30 40

S
it

F
it

max
it

  
 

To incorporate forecast accuracy in our simulations, forecasting errors (see, e.g., 

Talluri and van Ryzin 2004, Chap. 9.5) can be controlled by an itinerary-based 

bias or a systematic bias, which distort the expectation of demand s
itD  ( f

jtD , re-

spectively) used in the revenue management models after the requests have been 

generated as outlined above. The itinerary-based bias allows some itineraries to 

have higher demand than expected, while others are less popular than predicted. 

For this purpose, an upper bound 1δ  is specified. For each itinerary, a random 

value ( )1 1 1
ˆ U ,δ δ δ−∼  is drawn and the expected demand for every specific prod-

uct i  based on this itinerary is distorted by 1δ̂ . That is, ( )11 s
it

ˆ Dδ+ ⋅  is used as a 

forecast of the expected aggregated demand-to-come. The expectation f
jtD  is al-

tered accordingly, but with independent 1δ̂  drawn for each flexible product j . 

The intuition behind the second variant, the systematic bias, is a general over- or 

underestimation of demand. Similar to Lee (1990) as well as to Weatherford and 

Bodily (1992), a deterministic value [ ]2 0 5 0 5. , .δ ∈ −  is used as input. Demand is 

then wrongly expected to be ( )21 s
it

ˆ Dδ+ ⋅  and ( )21 f
jt

ˆ Dδ+ ⋅  for specific and flexible 

products, respectively. 

4.2 Results 

In the following, we present the numerical results of an extensive simulation study 

to analyze the impact of flexible products on revenue management in uncertain 

environments in general, as well as to assess different control mechanisms’ per-

formance in particular. As the stochastic dynamic programming approach pre-

sented in Section 3 is computationally intractable even for small instances, we 

restrict ourselves to the analysis of corresponding approximations based on cer-

tainty equivalent control. Therefore, we implement five different control mechan-

isms {CEC, BL-DLP, BP-DLP,=S }BP-RLP, T-DLP . While the first, CEC, is 

the direct application of certainty equivalent control – as described in Section 3.3 
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– using model ((3.6))–(3.12)) to approximate the value function, the other me-

chanisms further reduce the control effort (see Section 3.4): The second approach 

is an implementation of booking limits based on allocations obtained from the 

DLP-ext (BL-DLP). We follow de Boer et al. (2002) in respect of the nesting 

structure and base the ranking on the values  

 hi i hi h
h

r r a π
∈

= − ⋅∑
H

, 

which can be regarded as an approximation of the resource-related net benefit of 

accepting a specific product i  using resource h . Consequently, the net benefit of 

flexible product j   in mode m  is given by  

 hjm jm hm h
h

f f a π
∈

= − ⋅∑
H

.  

Booking limits are adapted according to standard nesting (see, e.g., Talluri and 

van Ryzin 2004, Chap. 2.1.1.3). The third and fourth approaches are bid-price 

controls based on DLP-ext (BP-DLP) and RLP-ext (BP-RLP), respectively. In 

line with the literature (see, e.g., Talluri and van Ryzin 1999), we did some pre-

liminary testing to determine the sample size for RLP-ext. It showed that the per-

formance of this approach did not improve significantly with sample sizes larger 

than 20K = . The last approach is the implementation of Topaloglu’s acceptance 

criteria in which the underlying bid-prices are calculated with DLP-ext (T-DLP).  

Bid-prices as well as booking limits are (re)calculated 13 times during the book-

ing horizon by reoptimizing the underlying model 360, 180, 110, 80, 65, 50, 40, 

30, 20, 10, 5, 3, and 1 days before departure, thereby increasing the frequency 

towards the end of the booking horizon when demand intensity is higher. Unless 

otherwise noted, the notification date of all flexible products is 15 days before 

departure. 

The simulation study is based on the eight problem classes introduced in Section 

4.1. For each test case, 200  independent simulation runs are performed. We in-

troduce several analytical measures to judge the performances. The first is the 

optimality gap (see, e.g., de Boer et al. 2002), which, for each simulation run 
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1 200, ,κ = … , measures the relative deviation of the value sVκ
�  achieved by means 

of a certain control mechanism s∈S  from the optimal value OptVκ , which is hypo-

thetically realized under complete demand information: 

 
( )

100%
s Opt

s
Opt

V V
OG

V
κ κ

κ
κ

−
= ⋅
�

.  (4.1) 

OptVκ  is calculated by solving DLP-ext after observing the demand stream and 

thereby using the real demand realization instead of the expected values in (3.9) 

and (3.10). 

To make a comparison of the results obtained from the different control mechan-

isms even easier, we additionally introduce the performance gap, which analo-

gously measures the relative deviation of the values obtained from two different 

control mechanisms s  and s' : 

 
( )

100%
s s'

s ,s'
s'

V V
PG

V
κ κ

κ
κ

−
= ⋅
� �
� .  (4.2) 

Furthermore, we define  

 
1s s

h
h

CU R
lκ κ

∈

= ⋅∑
H

  (4.3) 

as the average capacity utilization resulting from a certain control mechanism s  

over all the resources in the considered network, with s
hR κ  being the quotient of 

occupied and total leg capacity hC . 

To measure the performance of a complete simulation consisting of 200 runs, we 

compute the corresponding average values 
s

OG , 
s ,s'

PG  and 
s

CU . 

4.2.1 Performance evaluation of controls for flexible products 

We begin with a basic performance analysis of the five control mechanisms in 

respect of different forecast qualities. Table 2 shows the values of 
s

OG  for the 

eight problem classes described in Section 3.1, with forecast errors induced by the 

itinerary-based bias. The results show that as the upper bound 1δ  on the bias in-
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creases from zero (very good forecast) to one (poor forecast), the optimality gap 

increases as well because all the controls suffer from a poor forecast. As expected, 

CEC clearly outperforms the other mechanisms in respect of all the test cases and 

values of 1δ , with the exception of three, in which its performance is only slightly 

less good than that of the best. Nevertheless, CEC’s computational effort which 

results from the online calculation of two value functions for every incoming re-

quest is prohibitive for real-world use. In our test cases, the runtime was about 

four to nine times that of BP-DLP. The BL-DLP results are also very good. Direct 

control through booking limits allows the number of accepted low fare requests to 

be accurately controlled, especially when demand is high.  

 
Table 2 Comparison of the controls for different forecast qualities (

s
OG )  

CEC BL-
DLP

BP-
DLP

BP-
RLP T-DLP CEC BL-

DLP
BP-
DLP

BP-
RLP T-DLP

1-H 2-H
0 -2.47 -2.63 -4.76 -3.22 -2.50 -1.93 -2.08 -3.21 -2.17 -2.04

0.25 -3.55 -3.93 -5.48 -4.50 -3.85 -2.80 -3.13 -3.84 -3.40 -3.26
0.5 -5.24 -5.84 -6.86 -6.50 -6.15 -4.48 -5.08 -5.56 -5.62 -5.52

0.75 -7.14 -8.07 -8.58 -9.04 -8.95 -6.44 -7.30 -7.70 -8.11 -8.02
1 -9.22 -10.56 -11.13 -11.66 -11.83 -8.44 -9.53 -9.86 -10.41 -10.53

1-M 2-M
0 -1.82 -2.02 -2.63 -2.10 -2.01 -1.53 -1.69 -2.34 -1.82 -1.69

0.25 -2.41 -2.82 -3.07 -3.02 -3.02 -2.10 -2.38 -2.74 -2.58 -2.63
0.5 -3.43 -4.09 -3.90 -4.48 -4.56 -3.38 -3.86 -3.94 -4.26 -4.37

0.75 -4.76 -5.71 -5.37 -6.35 -6.50 -4.47 -5.14 -5.10 -5.72 -5.89
1 -5.71 -7.59 -7.28 -8.34 -8.83 -5.94 -6.88 -6.62 -7.63 -7.93

1-L 2-L
0 -0.85 -1.25 -0.81 -0.79 -0.84 -0.89 -1.06 -1.04 -1.07 -1.02

0.25 -0.80 -1.18 -0.75 -0.91 -1.13 -1.14 -1.38 -1.29 -1.41 -1.55
0.5 -1.21 -1.86 -1.17 -1.61 -2.23 -1.89 -2.28 -2.09 -2.47 -2.75

0.75 -2.09 -3.25 -2.36 -3.44 -4.08 -2.59 -3.24 -2.84 -3.62 -3.99
1 -3.11 -5.30 -4.51 -6.03 -6.52 -3.43 -4.36 -3.89 -4.73 -5.26

1-E 2-E
0 -1.39 -1.70 -2.16 -1.63 -1.47 -1.60 -1.74 -2.90 -1.94 -1.70

0.25 -1.93 -2.34 -2.34 -2.41 -2.35 -2.34 -2.63 -3.54 -2.95 -2.71
0.5 -2.87 -3.39 -3.18 -3.66 -3.83 -3.70 -4.25 -4.68 -4.57 -4.49

0.75 -3.96 -4.66 -4.39 -5.31 -5.71 -5.32 -6.00 -6.31 -6.49 -6.67
1 -5.04 -6.27 -5.83 -7.68 -7.76 -6.87 -7.70 -7.90 -8.40 -8.75

1δ

 
 

However, nested booking limits exhibit various disadvantages in complex airline 

networks (see, e.g., Talluri and van Ryzin 2004, Chap. 3.1.2). Hence, in the fol-

lowing, we focus on the common bid-price based mechanisms and compare BP-

DLP, BP-RLP, and T-DLP in more detail. To make the comparison more unders-
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tandable, the best value obtained by one of these three approaches is printed in 

bold in Table 2. Given a good forecast, T-DLP obviously yields better results than 

BP-RLP, which in turn performs better than BP-DLP. However, T-DLP and BP-

RLP are dependent on the forecast quality, whereas BP-DLP behaves more ro-

bustly. Hence, for each of the test cases considered, there is a certain threshold for 

1δ  where this order is reversed: If the forecast is less accurate, BP-DLP outper-

forms the other two, with BP-RLP having slight advantages over T-DLP. The 

threshold depends on the relative demand: The higher the demand, the longer T-

DLP is superior. Regardless of forecast errors, the T-DLP’s capacity utilization is 

always below that of BP-DLP and BP-RLP. In respect of good forecasts, this un-

derlines the well-known trade-off between high capacity utilization and revenue 

maximization. Furthermore, it shows that T-DLP succeeds in protecting capacity 

from low value requests and is thus able to accept more high value demand. 

We now examine the performance of the controls in respect of forecasts with sys-

tematic bias 2δ , instead of the itinerary-based bias. Table 3 shows the results of 

four test cases. In addition, they are exemplarily illustrated in respect of the 2-E 

network in Fig. 2. The fundamental differences between the over and underesti-

mation of demand can be observed at a glance: When low demand is misleadingly 

expected due to a negative bias, the controls particularly tend to accept all re-

quests until the capacity limit is reached, which is similar to a first-come-first-

served approach. As this mostly leads to low value requests occupying too much 

capacity, approaches accepting fewer requests – CEC, T-DLP and BL-DLP – 

yield better results. However, if there is a positive bias, selling more low valued 

tickets is an advantage and BP-DLP performs well, sometimes even better than 

CEC. Generally, when demand is high, the controls are more sensitive to a nega-

tive bias, and when demand is low, they are more sensitive to overestimation. 
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Table 3 
s

OG  with forecast bias 

CEC BL-
DLP

BP-
DLP

BP-
RLP T-DLP CEC BL-

DLP
BP-
DLP

BP-
RLP T-DLP

1-H 2-H
-0.5 -14.13 -15.10 -17.84 -15.89 -15.08 -12.27 -13.23 -15.20 -13.81 -13.69

-0.25 -7.31 -7.80 -11.12 -8.06 -7.14 -6.55 -7.17 -9.13 -7.02 -6.85
0 -2.44 -2.61 -4.68 -3.24 -2.61 -1.94 -2.12 -3.23 -2.17 -2.05

0.25 -4.59 -5.46 -4.03 -7.44 -5.46 -4.82 -5.63 -4.69 -7.12 -7.32
0.5 -9.19 -10.69 -9.02 -13.03 -10.69 -10.32 -12.22 -10.77 -14.60 -15.03

1-M 2-E
-0.5 -6.21 -6.71 -7.23 -7.18 -6.86 -9.91 -10.64 -11.89 -10.94 -10.97

-0.25 -4.08 -4.42 -5.29 -4.56 -4.45 -5.43 -6.00 -7.83 -6.53 -5.80
0 -1.85 -2.05 -2.72 -2.17 -1.99 -1.61 -1.75 -2.94 -2.00 -1.69

0.25 -3.67 -4.52 -3.20 -5.56 -6.44 -4.14 -4.93 -3.98 -5.68 -6.20
0.5 -7.82 -9.79 -8.10 -11.48 -12.83 -8.68 -9.83 -8.99 -11.09 -13.06

2δ
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Fig. 2 

s
OG  for 2-E 

To sum up, we note that CEC almost always yields the highest revenue. However, 

like BL-DLP, it is often not suitable for real-world application. BP-DLP is fast 

and quite robust in respect of forecast errors. However, in respect of good fore-

casts, it is outperformed by T-DLP and BP-RLP. If demand is systematically 

overestimated, BP-DLP leads to good results, while in case of underestimation, 

CEC, T-DLP, and BL-DLP achieve more revenue. 

4.2.2 Performance gain of flexible products 

In the following, we investigate the potential revenue benefits which arise from 

offering flexible products in detail. We first focus on the flexibility’s revenue con-

tribution in general. One obvious approach would be to compare settings with and 
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without flexible products. However, by doing so, the results obtained are strongly 

dependent on application-specific assumptions about consumer behavior. These 

include demand induction resulting from offering a cheaper (flexible) product and 

from “cannibalization”, which can be regarded as the propensity to buy a flexible 

product instead of a more expensive specific one. To exclude these marketing 

effects, we stick to the test cases used before, instead of creating new test cases 

without flexible products, and compare our controls with variants that merely do 

not make use of the flexibility. Through straightforward modifications, these va-

riants, which we call ad-hoc (AH), irrevocably assign requests for flexible prod-

ucts to execution modes immediately after acceptance. We restrict the analysis to 

the controls CEC, BP-DLP, and BP-RLP and use the measure 
s ,s'

PG  to compare 

them to the corresponding ad-hoc controls, where s′  is the ad-hoc variant of s . 

The results are summarized in Table 4. It turns out that exploiting the flexibility 

yields an increase of up to 4% in revenue. Note that this figure is reliable at the 

99% confidence level, assuming normal distribution of the mean 
s ,s'

PG  over the 

200 simulation runs. In particular, for 1 1δ = , the confidence intervals are 

[ ]3 97 5 32. ; . , [ ]3 99 5 30. ; .  and [ ]4 12 5 46. ; .  in respect of BP-DLP (1-H), BP-RLP 

(1-H) and CEC (1-M), respectively. 

The exact revenue gain depends on forecast and demand. In particular, the lower 

the forecast quality, the more important it becomes to rectify the misallocations of 

flexible requests accepted early in the booking horizon and, thus, free up scarce 

resources for high value requests. BP-DLP yields the biggest gains in 34 of the 40 

test cases, with BP-RLP enjoying only slightly lower gains. In respect of poor 

forecasts, even CEC, which by construction adapts better to forecast errors any-

way, benefits considerably from the flexibility. In respect of good forecasts, the 

increase is much lower, as the expensive approximation of the opportunity cost 

results in comparatively good allocations for the ad-hoc variant of CEC. Fig. 3 

visualizes these results for 1-H. 
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Table 4 Revenue increase due to flexibility in percent (
s ,s'

PG ) 

CEC BP-
DLP

BP-
RLP CEC BP-

DLP
BP-
RLP CEC BP-

DLP
BP-
RLP CEC BP-

DLP
BP-
RLP

1-H 1-M 1-L 1-E
0 0.18 0.67 0.61 0.34 1.02 0.93 0.74 1.88 0.10 0.29 2.03 0.09

0.25 0.38 1.05 0.97 0.72 1.44 1.31 0.99 2.07 0.65 0.41 2.24 0.58
0.5 1.07 2.52 2.01 1.97 2.33 2.17 2.31 2.43 1.47 0.82 2.49 1.34

0.75 2.43 3.80 3.76 2.79 2.88 2.92 3.01 2.04 1.87 1.20 3.13 2.07
1 3.68 4.65 4.65 4.79 2.80 3.13 4.25 1.20 1.29 1.93 3.47 2.39

2-H 2-M 2-L 2-E
0 0.12 0.25 0.10 0.14 0.40 0.25 0.12 0.47 -0.02 0.07 0.23 0.21

0.25 0.28 0.53 0.27 0.33 0.68 0.47 0.27 0.62 0.20 0.14 0.38 0.37
0.5 0.62 1.07 0.70 0.79 1.14 1.02 0.85 0.95 0.67 0.40 0.76 0.69

0.75 1.12 1.56 1.32 1.25 1.54 1.45 1.06 1.13 0.98 0.72 1.03 1.02
1 1.60 1.86 1.75 1.63 1.73 1.70 1.37 0.95 1.01 1.01 1.36 1.34

1δ
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Fig. 3 Ad-hoc vs. flexible for 1-H (

s ,s'
PG ) 

To gain further insight, we now analyze the impact of the notification date on the 

revenue benefits obviously achieved by the flexibility. As pointed out in Section 

1, the notification date is an essential part of a flexible product’s definition, speci-

fying the point in time when the firm has to determine the flexible requests’ ex-

ecution mode and inform the customers. While until now we have assumed that 

this decision happens 15 days before departure, in the following, ceteris paribus, 

the notification date is varied between the end of the flexible products’ selling 

period (40 days before departure) and the end of the booking horizon. In line with 

our investigation of the ad-hoc variant, we assume demand to be independent of 

the notification date. Thus, in respect of each control, the simulation runs do not 

differ until 40 days before departure and the controls respectively come to the 
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same decision. At the notification date, however, the decision about the flexible 

requests’ allocation has finally to be made. This decision is based on the forecast 

available at that time and no reallocations are possible afterwards. Thus, with a 

later notification date, the same number of flexible requests is accepted, but poten-

tially more specific requests can be acknowledged if scarce resources remain 

available by flexible requests being moved, thereby leading to higher capacity 

utilization as well.  

Table 5 shows the optimality gap as well as the capacity utilization for three dif-

ferent forecast qualities { }1 0 0 25 0 5, . , .δ ∈  and the problem classes 1-M and 2-M. 

Apparently, a later notification date clearly yields better results for both perfor-

mance measures. For the 1-M test cases, for instance, the impact on revenue va-

ries between 0.27% and 1.74%. In fact, revenue gains in this range are of major 

economic importance, as an increase in revenue is often transformed almost one-

to-one to profit because no or only negligible costs are necessary to realize it. Fur-

thermore, as additionally illustrated in Fig. 4 in respect of 1-M and BP-DLP, the 

impact of the notification date is obviously stronger for less reliable forecasts, 

underlining the intuition that late reallocation is especially helpful in situations of 

rather uncertain demand. Finally, in a comparison of the three controls, CEC al-

ways experiences the biggest revenue gains. 
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Fig. 4 Impact of the notification date 
s

OG  (1-M, BP-DLP) 
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Table 5 
s

OG and 
s

CU  for different notification dates (days before departure) 

40 days -2.18 98.48 -3.14 98.97 -2.48 98.18 -1.60 96.01 -2.47 96.25 -1.87 95.63
20 days -1.92 98.72 -2.80 99.21 -2.21 98.38 -1.53 96.09 -2.34 96.34 -1.80 95.69

0 days -1.42 99.04 -2.62 99.30 -2.21 98.38 -1.34 96.23 -2.25 96.40 -1.80 95.67

40 days -2.85 97.94 -3.74 98.46 -3.47 97.37 -2.33 95.58 -3.03 95.79 -2.82 94.90
20 days -2.51 98.22 -3.34 98.72 -3.15 97.58 -2.18 95.70 -2.85 95.92 -2.68 95.00

0 days -2.07 98.50 -3.14 98.83 -3.14 97.59 -1.96 95.85 -2.73 95.99 -2.64 95.00

40 days -4.76 96.38 -5.43 96.91 -5.51 95.56 -3.68 94.31 -4.31 94.49 -4.51 93.26
20 days -3.74 97.16 -4.23 97.72 -4.65 96.15 -3.37 94.52 -3.94 94.71 -4.25 93.42

0 days -3.02 97.60 -3.92 97.89 -4.55 96.19 -3.16 94.66 -3.82 94.78 -4.19 93.43

CEC BP-DLP BP-RLP CEC
1-M 2-M

BP-DLP BP-RLP

1 0δ =

1 0 25.δ =

1 0 5.δ =

OG CU OG CU OG CU OG CU OG CU OG CU

  

5 Summary and conclusion 

In this paper, we have introduced new model formulations for revenue manage-

ment with flexible products. They allow for explicitly incorporating arbitrary noti-

fication dates. We extended several popular control mechanisms, like booking 

limits and bid-price controls, enabling the firm to take advantage of the flexibility 

between the sale and notification date. An extensive simulation study was con-

ducted to analyze the performance of the controls in respect of various test cases 

from passenger airline revenue management. Imprecise and biased demand fore-

casts were especially emphasized. In this context, we were able to isolate the ben-

efits resulting from the flexibility. Our results confirm the intuition that flexibility 

is more important to the firm if uncertainty is higher and that a late notification 

date helps to further increase revenues. In scenarios based on realistic assump-

tions, we observed an increase in revenue of up to 4%, leading to a tremendous 

gain in profit in fields of application that typically use revenue management. 

Overall, we conclude that the potential of flexible products goes beyond market-

ing effects like demand induction. When introducing such products, firms should 

not limit themselves to ad-hoc variants of capacity control which imply that the 

execution mode is irrevocably determined immediately after sale. Instead, they 

should carefully consider implementing adequate controls to benefit from a later 

notification date, following the more versatile approaches introduced in this paper. 
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Appendix  

A Proof of acceptance criteria (3.18)–(3.20) 

In the following, we show that the allocation e
jmy ∗  in respect of flexible product 

j∈J  in mode jm∈M  in an optimal solution of model (3.6)–(3.12) is positive if 

and only if conditions (3.18)–(3.20) hold. 

The dual of model (3.6)–(3.12) is given by 

 ( )DLP s f a
h h it i jt j j j, , , h i j j

VD t, , min c v D w D u Y o
∈ ∈ ∈ ∈

⎛ ⎞
= ⋅ + ⋅ + ⋅ + ⋅⎜ ⎟

⎝ ⎠
∑ ∑ ∑ ∑a

v w u o
c Y�

H I J J

 (A.1) 

subject to 

 hi h i i
h

a v w r
∈

⋅ + ≥∑
H

  for all i∈ I , (A.2) 

 hm h j jm
h

a v u f
∈

⋅ + ≥∑
H

 for all j∈J , jm∈M , (A.3) 

 hm h j jm
h

a v o f
∈

⋅ + ≥∑
H

 for all j∈J , jm∈M , (A.4) 

 0hv ≥  for all h∈H , (A.5) 

 0iw ≥  for all i∈ I , (A.6) 

 0ju ≥  for all j∈J , (A.7) 

 jo ∈\  for all j∈J , (A.8) 

with ( )1 lv , ,v=v … , ( )1 sn
w , ,w=w … , ( )1 fn

u , ,u=u … , and ( )1 fn
o , ,o=o … . 

Let ( ), ,∗ ∗ ∗e ax y y  and ( ), , ,∗ ∗ ∗ ∗v w u o  be optimal solutions of the primal and the 

dual problem, respectively. Then the following complementary slackness condi-

tions hold (among others): 

 0e
jm jm hm h j

h
y f a v u∗ ∗ ∗

∈

⎛ ⎞
⋅ − + ⋅ + =⎜ ⎟
⎝ ⎠

∑
H

 for all j∈J , jm∈M . (A.9) 
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Let us now consider constraint (A.3), which can be rewritten as 

j jm hm h
h

u f a v
∈

≥ − ⋅∑
H

  for all j∈J , jm∈M .   As the dual is a minimization prob- 

lem and f
jt j

j
D u

∈

⋅∑
J

 with 0f
jtD >  for all j∈J  is part of the objective function, it  

follows that  

 0
j

j jm hm hm h
u max max f a v ,∗ ∗

∈ ∈

⎧ ⎫⎧ ⎫
= − ⋅⎨ ⎨ ⎬ ⎬

⎩ ⎭⎩ ⎭
∑

M H

 for all j∈J . (A.10) 

We now distinguish the following three (exhaustive) cases in respect of a certain 

flexible product j∈J : 

Case 1: 0
j

jm hm hm h
max f a v∗
∈ ∈

⎧ ⎫
− ⋅ <⎨ ⎬

⎩ ⎭
∑

M H

.  

From (A.10), it follows that  0ju∗ =  and from constraint (A.3) that jm hm h
h

f a v∗
∈

< ⋅∑
H

  

for all jm∈M . From complementary slackness (A.9), we can conclude that 

0e
jmy ∗ =  for all jm∈M , meaning that there is no positive contingent for flexible 

product j  in any of its possible execution modes. 

Case 2: 0
j

jm hm hm h
max f a v∗
∈ ∈

⎧ ⎫
− ⋅ =⎨ ⎬

⎩ ⎭
∑

M H

.  

Again, it follows from (A.10) that 0ju∗ = . We now partition the set jM  into two 

subsets ( )1
jM  and ( )2

jM : 

2a) There is a non-empty set ( )1
jM  of modes without slackness in constraint 

(A.3).  We can conclude that  jm hm h
h

f a v∗
∈

= ⋅∑
H

  and so 0e
jmy ∗ >  by (A.9) for 

 all ( )1
jm∈M , if the optimal solution is not degenerated. 

2b) The set ( )2
jM  contains modes with slackness in constraint (A.3) so that 

jm hm h
h

f a v∗
∈

< ⋅∑
H

 and so 0e
jmy ∗ =  by (A.9) for all ( )2

jm∈M . 

Case 3: 0
j

jm hm hm h
max f a v∗
∈ ∈

⎧ ⎫
− ⋅ >⎨ ⎬

⎩ ⎭
∑

M H

.  

From (A.10), it follows that 0ju∗ >  and so 
j

j jm hm hm h
u max f a v∗ ∗

∈ ∈

⎧ ⎫
= − ⋅⎨ ⎬

⎩ ⎭
∑

M H

. Again, we 

distinguish two sets ( )1
jM  and ( )2

jM  representing a partition of jM : 
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3a) The non-empty set ( )1
jM  contains the modes m  with 

j
jm hm h jm' hm' hm'h h

f a v max f a v∗ ∗

∈∈ ∈

⎧ ⎫
− ⋅ = − ⋅⎨ ⎬

⎩ ⎭
∑ ∑

MH H

.   By  (A.9),  we  can  conclude 

that 0e
jmy ∗ >  for all ( )1

jm∈M  (as j jm hm h
h

u f a v∗ ∗

∈

= − ⋅∑
H

), if the optimal solu-

tion is not degenerated. 

3b) For  all   ( )2
jm∈M ,      

j
jm hm h jm' hm' hm'h h

f a v max f a v∗ ∗

∈∈ ∈

⎧ ⎫
− ⋅ < − ⋅⎨ ⎬

⎩ ⎭
∑ ∑

MH H

  so  that  

0e
jmy ∗ =  by (A.9) (as j jm hm h

h
u f a v∗ ∗

∈

> − ⋅∑
H

). 

To complete the proof, one can now easily verify that the optimal allocation e
jmy ∗  

in respect of flexible product j∈J  in mode jm∈M  is positive if conditions 

(3.18)–(3.20) hold (cases 2a and 3a with the bid-price hπ  set to hv∗ ). Otherwise, 

the optimal allocation will be zero (cases 1, 2b and 3b). Note that the result is only 

valid for non-degenerated optimal solutions. In case of degeneration, the control 

suffers the same defects as they are reported for standard revenue management 

bid-price controls (see, e.g., Bertsimas and Popescu 2003). 

B Network 1 

Table B-1 hLF  in Network 1 

1 2 3 4 Mean
1-H - high demand 1.5 1.7 1.3 1.1 1.4
1-M - medium demand 1.2 1.4 0.8 0.9 1.1
1-L - low demand 1.1 0.7 0.9 1.05 0.9
1-E - erratic demand 0.6 1.5 0.9 1.1 1.0

Nominal load factor       for leg hLF h

 

C Network 2 

The calculation of the expected demands s
iTD  and f

jTD  for all specific products 

i∈ I  as well as for flexible products j∈J  , based on the demand situation, is 

outlined in the following. To simplify the notation, we partition the set of re-

sources H  and create three subsets { }1 6S , ,= …H , { }7 13M , ,= …H , and 

{ }14 15L ,=H , which contain the short, medium, and long haul flights, respective-

ly. 

As demand f
jTD  for a flexible product equals 20%ρ =  of the total demand for 

itineraries on which it is based, demand 1
f
TD  for the product “direct flight from A 

to D with flexible departure time” is given by 1
L

f
T l l

l
D LF Cρ

∈

= ⋅ ⋅∑
H

 (see Table C-1  
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in respect of lLF  and lC ). The remaining demand on long haul flight Ll∈H  is for 

specific products: ( )1s
l l ld LF Cρ= − ⋅ ⋅ . 

For short haul flights Ss∈H  and medium haul flights Mm∈H  the definition is 

complicated by the necessity to consider connecting itineraries. Demand smd  for 

an itinerary, consisting of a short haul flight Ss∈H  and a medium haul flight 

Mm∈H , is a proportion of total demand m mLF C⋅  for the medium haul leg m : 

sm sm m m md LF Cξ ϕ= ⋅ ⋅ ⋅  for all Ss∈H  and Mm∈H . The value mϕ  (see Table C-

1) denotes a proportion of the demand for connecting itineraries on the medium 

haul flight m . Since some medium haul flights have the possibility to connect to 

or from various short haul flights s , smξ  defines the proportion of connecting pas-

sengers on flight m  also flying on s  (Table C-2 omits the smξ  set to zero corres-

ponding to itineraries not offered). Thus, the demand for itineraries consisting 

only of a short or medium haul flight leg – where only specific products are of-

fered   –   is   given   by    
M

s
s s s sm

m

d LF C d
∈

= ⋅ − ∑
H   

 and    ( )1s
m m m md LF Cϕ= − ⋅ ⋅ =   

S

m m sm
s

LF C d
∈

⋅ − ∑
H

, respectively. 

Demand 2
f
TD  for the second flexible product “one-stop flight from A to D, early 

departure” is again a proportion of the demand on the corresponding itineraries 

and given by ( )2 4 7 5 7 110 111
f
T , , , ,D d d d dρ= ⋅ + + + . Similarly, (3 6 9

f
T ,D dρ= ⋅ +  

)3 12 3 13, ,d d+  is the demand for the third, “one-stop flight from A to D, late depar-

ture.” The demand for the specific products of a connecting itinerary s
smd  equals 

( )1s
sm smd dρ= − ⋅  if the itinerary is also part of the second or third flexible product 

and s
sm smd d=  otherwise. Finally, the itinerary demand for specific products ( s

sd , 
s
md , s

ld , or s
smd , respectively) is assigned to the four booking classes according to 

the ratios defined in Section 4.1. 
 



 34

Table C-1 hC , mϕ  and hLF  in Network 2 

Leg h 2-H 2-M 2-L 2-E
AB 9:00 1 250 1.4 0.8 0.7 1.4

10:00 2 250 1.3 1.3 1.1 0.7
13:00 3 250 1.2 1.1 1.0 1.2

CD 9:30 4 200 1.3 0.9 0.8 0.8
10:30 5 250 1.5 1.2 1.1 1.5
21:00 6 200 1.1 1.1 0.9 1.1

AC 7:00 7 400 0.4 1.2 0.9 0.7 0.7
8:00 8 400 0.4 1.4 1.2 1.0 1.2

18:30 9 300 0.4 1.2 1.1 0.9 1.5
BD 12:00 10 300 0.4 1.1 1.0 1.2 1.6

13:00 11 400 0.4 1.6 1.4 0.8 0.8
16:00 12 400 0.3 1.0 1.1 1.1 1.0
17:00 13 300 0.3 1.3 0.9 0.7 1.4

AD 6:00 14 400 1.2 0.85 0.85 0.85
17:00 15 400 1.4 1.3 1.1 1.5

Nominal load factor       for leg hLF h
hC mϕ

 

 
Table C-2 smξ  (proportion of connecting passengers on flight m  also flying on s ) 

A-C
7:00

A-C
8:00

A-C
18:30

B-D
12:00

B-D
13:00

B-D
16:00

B-D
17:00

C-D 9:30 0.8 A-B 9:00 1 0.2
C-D 10:30 0.2 A-B 10:00 0.8
C-D 21:00 1 1 A-B 13:00 1 1   
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